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Abstract

English has become firmly established as a primary vehicle for global commu-
nication, and is thus also increasingly used in online contexts for local com-
municative purposes, for example in the Nordic societies. This paper investi-
gates the extent to which English is used on Twitter in the Nordic countries 
and builds on previous research by investigating the link between gender and 
grammatical or part-of-speech frequencies, a link which has hitherto been con-
sidered mainly in the context of data collected in L1 Anglophone contexts. 
The Twitter Streaming API was used to create a corpus of English-language 
messages originating from the Nordic countries. Automatic methods were 
used to disambiguate author gender and apply part-of-speech tags, and the 
relative frequencies of grammatical types by gender were determined for each 
country. Principal components analysis shows that Nordic English-language 
discourse on Twitter diverges according to gender for a number of grammatical 
features. The analysis supports L1 findings pertaining to gendered differences 
in feature frequencies in English.
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1 INTRODUCTION

Recent shifts in communication behavior towards online social media plat-
forms provide opportunities for the study of variation in English as it is used 
worldwide. While the status of English, as the world’s principal lingua franca, 
continues to consolidate in many global contexts of use, it is hardly a mono-
lithic entity: English as it is used in global computer-mediated communication 
(CMC) exhibits a great variety of features in orthography, lexis, grammar, and 
style, especially in non-L1 environments. Such diversity has been characterized 
by Blommaert (2012) as a “supervernacular”. 

CMC and social media such as Twitter have become important sites of interac-
tion for many, and in recent years a number of studies have investigated vari-
ous properties of Twitter language (for an overview of the communicative and 
discourse functions of Twitter language, see Page 2012, Zappavigna 2011, and 
Squires 2015). The ubiquity and volume of Twitter data, its public availability 
through a well-maintained set of APIs (Application Programming Interfaces), 
and the extensiveness of the associated tweet metadata fields allow for a rich 
variety of analyses. As a significant proportion of tweets are associated with 
metadata detailing the physical location of their authors, geographical analyses 
of language use and linguistic diversity have been a natural focus of research in-
terest (e.g. Leetaru et al. 2013, Mocanu et al. 2014). Twitter data has also been 
used to investigate dialectological (Eisenstein et al. 2014) and sociolinguistic 
aspects of American English, including the relationship between gender and 
language variation (Bamann, Eisenstein and Schnoebelen 2014). 

Differences between the genders in the relative frequency of lexical types or 
word classes have been investigated in a number of studies. A large, corpus-
based study of lexical type frequencies based on writing samples submitted to a 
website found significant differences between males and females in the relative 
frequencies of pronouns, numbers, negators, articles, and prepositions, among 
other world classes (Newman et al. 2008). Corpus-based research using lan-
guage data extracted from instant messaging or blog posts has also found that 
some differences in feature frequency can be associated with gender. For exam-
ple, it has been found in online writing that females may use more personal 
pronouns, modal verbs, and emoticons, while males use more determiners such 
as articles or demonstrative pronouns and more numbers or numerals (Baron 
2004, Herring and Paolillo 2006, Argamon et al. 2007). Similar findings have 
resulted from a large-scale investigation of word frequencies and gender on 
Twitter, although gender-based associations with particular features are typi-
cally less strong than associations based on local networks (Bamann, Eisenstein 
and Schnoebelen 2014). For the most part, however, analysis of type frequencies 
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in English has been conducted on data from Anglophone contexts, mainly in 
the United States, and relatively little corpus-based research has looked into 
relative frequencies in non-L1 contexts.1 Frequency-based analyses of variation 
in global Englishes as they are manifest in aggregate online media such as Twit-
ter have not yet been undertaken on a large scale, although some studies exist.2 
Given the global nature of social media and the ever-increasing importance of 
English, variation in English in global contexts represents an important site of 
language variation and change.

Knowledge of English is extensive in the Nordic countries of Iceland, Norway, 
Denmark, Sweden, and Finland, nations with well-developed economies and 
high levels of educational attainment. With populations that are to a large degree 
bilingual in a national language and English, the Nordic countries are perhaps 
the societies in which English is most extensively used without being an official 
language: English is so prevalent in the Nordics that it has been suggested that 
the national languages are becoming linguistic systems with “restricted functional 
range” (Görlach 2002: 16). Although much research has addressed various as-
pects of English use in the Nordic countries (for Sweden, e.g., see Bolton and 
Meierkord 2013; for Finland see the extensive survey study of Leppänen et al. 
2011), and some preliminary work on language use on Twitter by country has 
also provided data for the Nordics (Mocanu et al. 2013), linguistic diversity on 
social media in Northern Europe has not been investigated in detail. Likewise, 
although some work exists on grammatical feature frequencies in Nordic non-
CMC genres (e.g. for Swedish in Allwood 1998), there are few studies of feature 
frequencies in English in non-L1 environments, and the relationship between 
author gender and feature frequency in CMC or social media language varieties 
such as Twitter has not yet been explored in Nordic contexts, whether in local 
languages or English.3 

This study adopts an approach based in part on multidimensional analysis (Bib-
er 1988, 1995). After establishing the extent to which English is used on Twit-
ter in the Nordic national contexts, relative grammatical feature frequencies are 
calculated and the features most strongly associated with gender identified. Us-
ing principal components analysis, the underlying associations among feature 
frequencies, gender, and communicative function are established.

1  See, however, Xiao 2009 for a corpus-based investigation of world English varieties as represented in the International 
Corpus of English.

2  E.g. Coats (2016). 

3  For an analysis of feature frequencies in English as it is used in various Asian contexts see Xiao (2009). Baron (2004) analy-
ses a small corpus of Instant Messenger data in English from American and Swedish university students.
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2 METHODS

The methods used in the study include the collection of data from Twitter’s 
Streaming API, the filtering of this data to remove tweets sent by bots or other 
non-human agents, the disambiguation of tweet author gender and assignation 
of tweets to gendered subcorpora, the assignation of exact location and language 
to each tweet, the tokenization of tweets, part-of-speech tagging of the English-
language tweets, and the statistical analysis of the resulting subcorpora. Data col-
lection, filtering, and statistical analysis were done in Python and in R. 

2.1 Data collection

Data was collected in .json format from Twitter’s Streaming API from 9 November 
2016 until 18 February 2017 by utilizing the Tweepy library in Python (Roesslein 
2015).4 The data collection script saved only tweets with a populated place field. 

2.2 Filtering for automatic tweets

A substantial proportion of messages on Twitter are automatically generated texts 
created by bots or scripts, some of which automatically generate English text. The 
Foursquare app, for example, can automatically tweet short English-language sen-
tences about a user’s GPS-determined location. In an effort to reduce the potential 
error that such messages could introduce into the analysis (such users may not nec-
essarily author any English-language tweets), an initial filtering step selected from 
the metadata source field those sources that are likely to be used by human agents.5

2.3 Geolocation

When composing a tweet, users often select a place from a list automatically gener-
ated by Twitter. These place suggestions are based on a user’s IP address, with the 
coordinates automatically assigned by Twitter as a bounding box of latitude-longi-
tude coordinates in the tweet’s metadata. Some users (those using smartphones or 

4  https://github.com/tweepy/tweepy. 

5  The sources selected were Twitter Web Client, Twitter for iPhone, Twitter for Android, Twitter for iPad, Twitter for Windows 
Phone, Twitter for Android Tablet, Tweetbot for Mac, and Instagram. Although there were over 1,500 sources in the initial 
data, these eight accounted for 91% of all the tweets collected from the Streaming API. 

https://github.com/tweepy/tweepy


Steven Coats 

INVESTIGATING COMPUTER-MEDIATED COMMUNICATION106

other GPS-enabled devices) additionally opt to broadcast exact latitude-longitude 
coordinates with each status update; these appear in the geo metadata field. 

Each tweet in the data was assigned exact latitude-longitude coordinates: either 
the exact coordinates from the geo field, or (if no GPS coordinates were available), 
a set of latitude-longitude values calculated as the center of the bounding box cir-
cumscribing the place field. Although users can manually enter a place that does 
not correspond to their physical location, this does not seem to occur on a large 
scale. For tweets that contained both place and geo objects, the product-moment 
correlation of the coordinate values in the Nordic data was 0.989 (for longitude) 
and 0.960 (for latitude).6 

Filtering for the country_code field selected only tweets with geo-coordinates 
within the territorial boundaries of the Nordic countries of Iceland, Norway, 
Denmark, Sweden, and Finland. Of the 310.7 million tweets collected globally 
in the initial dataset, 1.76m were from the Nordic countries. 

Subcorpora were prepared for each country by filtering the data according to 
the language field: tweets in the principal national language(s), and tweets in 
English.7 Tweets originating from outside the Nordic countries and in other lan-
guages were not further considered. The English-language data comprised in total 
460,260 tweets and 6,360,835 tokens.

2.4 Gender disambiguation

Unlike some social media platforms, Twitter does not provide users with a profile 
field where gender is reported; nor are users required to otherwise supply gender 
information. In the absence of self-reported gender information, an automatic pro-
cedure for gender disambiguation based on values in the author_name field was em-
ployed. Disambiguation of tweet author gender based on gender-name associations 
has been employed for data from the United States (Rao et al. 2010; Mislove et al. 
2011),8 but, to the best of our knowledge, not for the Nordic countries.

6  Some place values in the data were obviously not accurate, such as over 1,000 tweets with a place value for Bouvet Island, 
a small, uninhabited sub-Antarctic island. Twitter uses an internal database of places that includes places with ISO-3166 
codes; these place names (and others) are then automatically suggested to users based on their IP address and keyboard in-
put when they are selecting a place for a tweet. The location field in the Twitter user profile utilizes the same Twitter-internal 
database of locations from which users can select the appropriate one. 

7  Based on the value in the language field. For Norway, both Nynorsk and Riksmål were categorized as “Norwegian”. For 
Finland, corpora were also created for the country’s second official language, Swedish.

8  Latent attribute inference using Twitter data manually tagged for gender is a popular topic in machine learning (cf. Pennac-
chiotti and Popescu 2011; Ciot, Sonderegger and Ruths 2013). The approach used here relies on the association between 
given name and author gender, rather than using machine learning to infer gender based on the content of messages whose 
authors’ gender has been manually tagged.
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In order to assign tweets to male or female gender categories, lists of the most 
frequent given names in the Nordic countries were obtained from the national 
statistical offices. The author_name field for each tweet was then filtered via regu-
lar expressions for strings that either begin with or include as a discrete element 
the most common male and female given names in the corresponding Nordic 
country.9 While extensive name information was available for Denmark, Sweden, 
and Finland, it was less available for Iceland and Norway. In total, 13,506 unique 
male and 15,497 unique female given names from the lists were matched with 
the value of the author_name attribute for each unique user in the dataset. Us-
ers matching both male and female names were discarded. The method assigned 
gender to 61.5% of Nordic tweets (25% of Iceland, 57% of Norway, 60% of 
Denmark, 63% of Sweden, and 70% of Finland tweets).10

2.5 Additional text filtering

Before tokenization and part-of-speech tagging was undertaken, HTML escape 
characters in the text field were replaced with the corresponding characters. The 
following subcorpora were created for further analysis: First, from the gender-dis-
ambiguated data, for each country a subcorpus of tweets in all languages, in order 
to gauge the relative representation of different languages in the Nordics. Second, 
for each Nordic country a male subcorpus and a female subcorpus consisting 
of English-language messages geo-located to those countries whose author_name 
values matched the corresponding list of frequent male and female given names.

2.6 Tokenization and part-of-speech tagging

The Carnegie-Mellon University Twitter Tagger (Gimpel et al. 2011, Owoputi et 
al. 2013) was used to tokenize the gendered English-language subcorpora and ap-
ply part-of-speech tags using a subset of the Penn Treebank tagset (Marcus, Mar-
cinkiewicz and Santorini 1993), with additional tags for the Twitter-specific fea-
tures username, hashtag, and retweet. The tool was trained on Twitter data and is 
somewhat tolerant of the non-standard orthography typical of Twitter messages. 

9  http://www.statice.is, http://www.ssb.no/befolkning, http://www.scb.se/sv_/Hitta-statistik, and the open data portal for 
Finland https://www.avoindata.fi. 

10 The differences are due in part to the somewhat different name frequency information obtained from the national statistical 
offices. For example, only 402 given names were obtained from Iceland, but 1741 from Norway, 5,382 from Denmark, 
25,226 from Sweden, and 7,899 from Finland. For a dataset of American tweets disambiguated for gender using name data 
from the U.S. Census Bureau, Mislove et al. report 64.5% gender disambiguation and a similar overrepresentation of males 
(2011: 556). The reason for the male overrepresentation in the data is unknown: Males may be more active on Twitter, or 
for whatever reason, may be more likely to use their legal name in the author_name field. 

http://www.statice.is
http://www.ssb.no/befolkning
http://www.scb.se/sv_/Hitta-statistik
https://www.avoindata.fi
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3 ANALYSIS AND DISCUSSION

The linguistic profiles of the national subcorpora were determined, and the re-
lationship between gender and grammatical features in English-language mes-
sages assessed using Student’s t-tests of population means. Principal components 
analysis was used to investigate underlying variability and so gauge the extent to 
which males and females from the Nordic countries may utilize different com-
municative styles in English on Twitter. 

3.1 Language profile

English is extensively used in Twitter user messages originating from the Nordic 
countries. Table 1 shows the proportions of tweets in the national language(s), 
English, and other languages for tweets that were assigned gender based on the 
author_name values.11

Table 1: Percent tweets by country and language.

Nat. Lang. English Other
Iceland 74.4 13.7 11.9
Norway 43.5 27.1 29.3
Denmark 38.3 41.5 20.2
Sweden 57.5 23.3 19.2
Finland 63.2 22.6 14.2

Use of English on Twitter is most extensive in Denmark, followed by Norway, 
Sweden, Finland, and Iceland. For the combined male and female data, the 
proportion of tweets in English by province is shown in Figure 1.12 Although 
clear patterns of English use within the individual Nordic countries are not 
evident, there is a trend towards higher rates of English use in capital regions 
and more urbanized areas: For example, the territories of the national capitals 

11 For Finland, the percentage shown includes messages in the national languages of Finnish and Swedish (Finnish = 62.0% 
of tweets, Swedish = 1.2%). “Other” includes tweets classified as in other languages, as well as (typically short) tweets whose 
language could not be automatically detected. 

12 As of early 2017, the Twitter-internal library of places which are prompted to users when they compose tweets does not 
contain any province or city names for Iceland. Only the place “Iceland” can be given. As such, tweets from Iceland with 
a place value but without exact GPS coordinates are located in the center of the latitude-longitude bounding box around 
the country. For this data, this falls within the province of Norðurland vestra, which in Figure 1 has an English density of 
12.4%. Because relatively few of the gendered tweets contain GPS coordinates (for Iceland 5.7%) and far more tweets have 
place coordinates, the overall percentage of English tweets in the gendered data from Iceland is 13.7%. 
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of Oslo, Copenhagen, Stockholm, and Helsinki show a higher proportion of 
tweets in English than do their respective countries overall. In a sociolinguistic 
context, such a pattern may demonstrate the fact that residents of capitals and 
larger cities typically have above-average levels of income and educational at-
tainment, and that English may serve as a high-prestige language associated 
with internationality. 

Figure 1: Percent of gendered tweets in English.

Males use the national language on Twitter more than females do in all five Nordic 
countries; females use English more in all countries except for Iceland (Table 2).

Table 2: Percentage of tweets by country, gender and language.

Nat. Lang. English Other
Iceland males 74.6 14.0 11.4

females 74.0 13.3 12.7
Norway males 46.0 24.1 29.9

females 38.9 32.8 28.3
Denmark males 45.8 37.6 16.6

females 27.5 47.2 25.3
Sweden males 58.8 22.9 18.3

females 55.4 24.0 20.6
Finland males 64.2 21.4 14.4

females 61.4 24.5 14.1
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The difference is most pronounced for Denmark and Norway, and less pro-
nounced for Sweden, Finland, and Iceland. The differences in English use by gen-
der were significant at p < 0.05 for all countries but Iceland (Fisher’s Exact Test).13 

3.2 Relationships among grammatical features, country 
and gender

Thirty-eight of the PoS tags were applied at least once in all of the ten gendered 
subcorpora. For each subcorpus, the relative frequency of each tag per 1,000 to-
kens was calculated (Table 3). 

Table 3: Frequencies of grammatical features per 1,000 tokens.

Iceland Norway Denmark Sweden Finland
m f m f m f m f m f

Left bracket 
(() 1.03 1.22 1.59 1.03 1.85 1.18 1.64 1.41 2.07 1.16

Right bracket 
()) 1.09 1.03 1.47 0.88 1.74 1.16 1.59 1.34 2.25 1.07

Comma 16.87 12.41 21.81 14.66 19.72 15.91 24.25 16.68 20.25 16.97
Other punc-
tuation (: ; ... 
+ - = < > [ ]) 

19.47 30.56 20.77 17.18 26.02 20 17.89 19.14 27.6 20.87

Sentence-en-
ding punctua-
tion (. ? !) 

57.56 49.09 55.96 49.41 54.12 44.31 66.26 54.88 56.75 52.06

Quotation 
marks (») 8.77 5.92 7.85 6.56 7.29 6.74 8.83 8.54 9.26 7.22

Coordinating 
conjunction 17.9 17.59 18.19 19.27 19.57 20.34 20.82 21.26 19.41 21.8

Number 13.3 10.72 14.29 9.52 13.21 10.21 13.71 11.49 15.77 11.44
Determiner 65.97 62.44 61.75 67.12 60.24 53.43 63.68 60.34 54.53 53.84
Existential 
there 0.42 0.38 0.48 0.34 0.43 0.34 0.45 0.39 0.62 0.52

Foreign word 0.06 0.09 0.03 0 0.03 0.02 0.04 0.02 0.06 0.03
Hashtag 36.28 59.71 39.56 34.39 36.98 38.74 32.69 34.59 61.26 59.39
Preposition or 
subordinating 
conjunction 

73.23 72.79 76.78 55.47 78.25 65.39 76.68 70.42 75.73 69.39

Adjective 50.85 42.13 48.07 65.93 50.99 50.4 53.19 52.86 52.75 52.72
Comparative 
adjective 1.75 1.5 1.73 1.18 1.83 1.4 1.83 1.52 1.82 1.77

13 Iceland: p = 0.188, odds ratio = 0.94; Norway: p < 2.2e−16, odds ratio = 1.54; Denmark: p < 2.2e−16, odds ratio = 1.48; 
Sweden: p = 1.05e−16, odds ratio = 1.06; Finland: p < 2.2e−16, odds ratio = 1.19. 
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Iceland Norway Denmark Sweden Finland
m f m f m f m f m f

Superlative 
adjective 3.57 3.01 2.4 1.72 2.27 2.4 2.5 2.59 2.46 2.77

Modal verb 11.19 8.65 9.77 7.27 10.93 10.32 11.88 9.98 8.92 9.41
Noun, singu-
lar or mass 118.51 109.55 109.15 119.79 114.41 99.38 109.84 108.27 112.37 105.37

Proper noun 74.5 64.23 80.85 85.14 76.04 55.15 64.91 64.46 74.76 56.95
Plural noun 29.08 25.3 28.04 35.65 29.33 23.45 33.04 27.66 31.34 27.73
Personal  
pronoun 59.26 60.28 50.62 53.61 55.41 80.04 63.16 72.71 44.03 68.76

Possessive 
pronoun 14.21 16.36 10.83 13.13 12.13 15.98 11.89 17.87 9.86 14.46

Adverb 42.27 35.55 39.61 37.5 43.39 48.44 48.44 47.17 39.45 49.53
Comparative 
adverb 2.12 1.5 1.4 1.06 1.61 1.18 1.58 1.4 1.39 1.41

Phrasal  
particle 4.41 4.61 4.3 4.1 4.17 4.04 4.23 4.09 3.26 3.28

Retweet 0.06 0.09 0.3 0.13 0.09 0.1 0.06 0.2 0.07 0.22
to 15.72 17.02 16.95 14.01 17.15 17.11 18.06 17.16 18.92 17.86
Interjection/
emoticon/
emoji 

30.29 60.65 36.51 70.44 35.08 63.5 25.08 46.45 28.34 43.34

URL 34.95 47.49 29.03 29.91 31.45 29.91 28.34 31.61 37.1 33.97
Username 
(preceded by 
@) 

55.15 41 79.08 54.51 58.55 75.72 49.35 45.81 59.27 53.44

Verb, base 
form 40.15 38.65 36.05 31.81 38.89 38.94 40.64 42.69 34.28 38.75

Verb, past 
tense 17.96 15.23 17.53 20.12 16.64 19.13 18.24 17.59 16.08 18.01

Verb, gerund 
or present 
particle 

18.68 17.59 16.92 16.58 18.36 18.3 16.8 18.48 18.36 18.89

Verb, past 
participle 5.5 7.24 6.89 4.67 7.79 6.03 8.18 6.79 7.2 6.25

Verb, non-3rd 
person singu-
lar present 

26.79 26.52 23.36 34.09 24.67 32.94 28.3 31.42 21.11 28.93

Verb, 3rd per-
son singular 
present 

20.5 19 19.72 13.51 19.73 17.61 20.62 19.18 21.15 19.29

Wh-determi-
ner 0.67 0.38 0.58 0.41 0.62 0.53 0.84 0.7 0.69 0.71

Wh-pronoun 4.54 4.89 4.26 2.92 3.57 4.02 4.34 4.24 3.88 4.23
Wh-adverb 5.32 7.43 5.47 4.96 5.33 6.19 6.09 6.57 5.5 6.11

While the distributions of feature frequencies for frequent features such as pronouns 
or verbal forms approach normality, infrequent features such as Wh-determiners 
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are not normally distributed in the data. Thus, to determine whether differences in 
feature use by gender exist, Mann-Whitney U tests were conducted for each feature 
on the basis of the mean standardized values for males and for females in the gen-
dered subcorpora. Of the 39 features, eleven exhibited significant (p < 0.05) differ-
ences in use between males and females: Right brackets, commas, sentence-ending 
punctuation, quotation marks, numbers/ numerals, prepositions or subordinating 
conjunctions, comparative adjectives, and 3rd-person singular present verb forms 
were significantly more likely to be utilized by males, while possessive pronouns, in-
terjections/emoticons/emoji, and non-3rd-person singular present verb forms were 
significantly more likely to be used by females (Table 4).

Table 4: Grammatical features by gender.

Feature Gen-
der

p- 
value

Feature Gen-
der

p- 
value

1 Left bracket (() m 0.151 21 Personal pronoun f 0.095
2 Right bracket ()) m 0.032 22 Possessive pronoun f 0.016
3 Comma m 0.016 23 Adverb f 1.000
4 Other punctuation (: ; 

... + - = < > [ ]) 
m 0.841 24 Comparative adverb m 0.151

5 Sentence-ending 
punctuation (. ? !) 

m 0.016 25 Phrasal particle m 0.548

6 Quotation marks (») m 0.032 26 Retweet f 0.151
7 Coordinating 

conjunction 
f 0.548 27 to m 0.690

8 Number m 0.008 28 Interjection/
emoticon/emoji 

f 0.008

9 Determiner m 0.690 29 URL f 0.690
10 Existential there m 0.095 30 Username (preceded 

by @) 
m 0.222

11 Foreign word m 0.310 31 Verb, base form f 1.000
12 Hashtag f 1.000 32 Verb, past tense f 0.421
13 Preposition or subor-

dinating conjunction 
m 0.008 33 Verb, gerund or 

present particle 
f 1.000

14 Adjective f 1.000 34 Verb, past participle m 0.222
15 Comparative adjective m 0.032 35 Verb, non-3rd person 

singular present 
f 0.032

16 Superlative adjective m 0.841 36 Verb, 3rd person 
singular present 

m 0.008

17 Modal verb m 0.151 37 Wh-determiner m 0.421
18 Noun, singular or mass m 0.222 38 Wh-pronoun m 0.841
19 Proper noun m 0.151 39 Wh-adverb f 0.151
20 Plural noun m 0.151
Significant differences by gender at p < 0.05 for features in bold (Mann-Whitney U test)
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A t-test of population means conducted on the same data gave similar results 
(Figure 2). 

Figure 2: Grammatical features by gender (t-test).

Gendered differences were also considered by country and feature on the basis of 
the aggregate feature frequencies per unique user in the data. While differences in 
sample size make the results of t-tests for infrequent and non-normally-distribut-
ed features somewhat unreliable, particularly for Iceland due to the small number 
of users in the sample, many of the differences in feature frequencies between 
males and females were found for most or all of the Nordic countries. 

3.3 Principal components analysis

In order to explore the underlying patterning of the variance in the data, a princi-
pal components analysis was conducted on a covariance matrix of the normalized 
frequencies of the 39 variables for the ten English subcorpora (the male and fe-
male subcorpora for each of the five Nordic countries). The first two components 
capture 58.21% of the variance in the data. The strongest loadings (> 0.2) on the 
first two components are shown in Table 5. 
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Table 5: Loadings > 0.2 on first two principal components.

Feature PC 1 PC 2
Interjection/emoticon/emoji 0.76 -0.27
Personal pronoun 0.36 0.32
Proper noun -0.22 -0.54
Sentence-ending punctuation -0.25
Preposition -0.27 0.20
Hashtag 0.41
Noun -0.26
Adjective -0.25
Determiner -0.20

The strongest positive loadings on the first principal component are for two fea-
tures with interpersonal interaction and stance orientation functions: Interjections/
emoticons/emoji and the use of personal pronouns. Negative loadings are associated 
with features that typically relate to the presentation of information (proper nouns) 
and the organization of discourse (sentence-ending punctuation and prepositions).

The second principal component also shows a positive loading for personal pro-
nouns and a negative loading (somewhat greater in magnitude than for the first 
component) on proper nouns, but positive loadings for prepositions and hashtags 
and negative loadings for nouns, adjectives, and determiners. Tokens tagged as 
interjections have a negative loading on the second principal component. 

Both principal components seem to index interactive discourse, but with some-
what different focuses. It may be the case that the first principal component cap-
tures affect expression and stance orientation (for example, in tweets expressing 
affective content that include emoticons or emojis), while the second principal 
component may capture interactions that make reference to discourse external to 
the tweet messages themselves, such as through the use of hashtags. 

The positions of the gendered subcorpora along the first two principal components 
are shown in Figure 3. The analysis shows clear functional separation between 
males and females along the first principal component: The male subcorpora all 
have negative values, while the female subcorpora have positive values. Gender 
separation along the second principal component is less distinct. Although the 
female subcorpora from Iceland, Denmark, Sweden and Finland exhibit higher 
values than the male subcorpora, the Norwegian female subcorpus is an outlier, 
with a negative value much lower than any those for the male subcorpora. An 
examination of the data reveals that the values for Norwegian females are strongly 
influenced by the extremely high Twitter activity of a single author whose posts 
tend to consist mainly of sequences of hashtags. 
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Figure 3: Loadings on components 1 and 2 of PCA for English subcorpora.

The distance between male and female subcorpora for the same country are 
also notable, and the Euclidean distance for the first two principal compo-
nents is comparable for the individual Nordic countries. The genders are clos-
er in Sweden and Finland and somewhat further apart in Iceland, Denmark, 
and Norway. 

Component scores for the gendered subcorpora were calculated by summing the 
scaled frequencies (expressed in terms of standard deviation distance from the 
mean value for all ten subcorpora) of those components with weights > 0.2 on 
the first two components (see Biber 1988: 93—97).
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Table 6: Component Scores for PC 1 and PC2.

PC 1 PC 2
Iceland male 6.19 11.28

female 6.83 12.48

Norway male 6.37 11.02
female 6.57 12.25

Denmark male 6.42 11.37
female 6.89 11.51

Sweden male 6.42 10.86
female 7.00 11.81

Finland male 5.74 11.33
female 6.35 11.93

Here as well, a modest but clear functional separation is observable in the differ-
ences between male and female scores.

4 CONCLUSION

Corpora consisting of messages in English posted online collected from social 
media sites such as Twitter can shed light on the ways in which English continues 
to develop and diversify globally, especially in contexts where it has not tradition-
ally been a language of daily communication. Data that has been appended meta-
data tags for location and disambiguated for author gender can provide insight 
into global English varieties and the relationships between language and gender 
in different geographical and social contexts. 

While it is not surprising that English is extensively used on a global internet plat-
form such as Twitter, the present research confirms high rates of use of English 
on Twitter in the Nordic countries attested in previous research. Overall, people 
in Denmark and Norway send more tweets in English than do those in Iceland, 
Sweden and Finland, and females more than males. It may be the case that the 
proportion of messages from the Nordic countries written in English on Twitter is 
increasing over time: For example, Mocanu et al. (2013) report rates of use for Eng-
lish in the Nordics in GPS-enabled tweets collected from 2010—2012. They find 
Iceland has 45%, Norway 24.6%, Denmark 40%, Sweden 18.1%, and Finland 
27.1% English tweets.14 This study finds similar values (slightly higher for Norway, 
Denmark and Sweden; slightly lower for Iceland and Finland), but considers not 
only GPS-tagged tweets (i.e. those with a populated geo field) but also those with a 

14 http://www.twitterofbabel.org/
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place value. Considering the fact that GPS-tagged tweets are typically sent on smart-
phones by users who are, on average, younger than the overall population and tend 
to use more English (see Pavalanathan and Eisenstein 2015), the data from the pre-
sent study suggests and increase in English use in the Nordics over the past six years. 

The results of the gender analysis in the present work complement those from 
previous corpus studies on English-language data collected from CMC or Twitter 
in Anglophone societies such as the United States: Females tend to use features 
such as personal pronouns, possessive pronouns or affect markers more often 
than males, whereas males use features such as punctuation, numbers/numerals, 
and nouns more than do females (Bamann, Eisenstein and Schnoebelen 2014). 
The same general pattern can be found in the present data set for English used on 
Twitter in the Nordic countries by persons with common Nordic names.

Multidimensional approaches based on factor analysis or principal components anal-
ysis have shown that differences in aggregate grammatical feature frequencies for na-
tional varieties of English can be interpreted in terms of communicative or discourse-
functional dimensions (Biber 1988; 1995; Xiao 2009). The Nordic Twitter data used 
in this study was induced to reflect author gender, and the results show differentiation 
by gender along a first principal component, explaining a large proportion of vari-
ance in the data. The loadings on this component correspond to grammatical features 
whose discourse or communicative functions may contrast interactive stance orienta-
tion and affective content with informational and discourse organization functions 
– a finding comparable to the proposed “involved versus informational production” 
dimension found by Biber in a corpus of print media texts (1988: 107).

Although most work on differences in feature frequencies by gender has been 
conducted on L1 English data, there is some evidence for differential use of word 
classes by gender in other languages as well.15 This study shows that gender-based 
differences in feature frequency in Twitter data from the Nordics matches up well 
with differences found in CMC and non-CMC data from Anglophone and non-
Anglophone contexts.

It has been suggested that the small differences in aggregate Anglophone and 
non-Anglophone feature frequencies between males and females may reflect dif-
ferent orientations towards the use of communicative or discourse functions for 
the negotiation of affect maintenance or solidarity (Holmes 1998). Exploratory 
data analysis suggests that functional separation of English-language feature fre-
quencies by gender can be observed for Nordic Twitter corpora with induced au-
thor gender. This tentative confirmation of some of the trends observed in CMC 
and Twitter data from L1 Anglophone contexts raises interesting questions as to 

15  For French, see Schenk-van Witsen (1981). For French, Turkish, Indonesian and Japanese, see Ciot, Sonderegger and Ruths 
(2013).
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the possible causes: Have cultural attitudes found in Anglophone contexts such 
as the United States been transmitted through the internet and other media to 
Northern Europe and become manifest in the patterning of grammatical features 
by Nordic people using English? Or is it the case that there may be underlying 
differences in interaction and communication style between the genders that are 
rooted not in cultural specifics, but aspects of human biology? 

One interesting prospect for future investigation could thus be to investigate 
the extent to which the gender differentiation in grammatical type frequencies 
found in English-language data are also present in language data in the Nordic 
languages. Another possibility for future research, suggested by the presence of 
metadata fields in tweets that indicate direct responses to others, would be to 
combine aggregate feature frequency information by gender with user network 
information in order to gauge the relative contribution of each to differences 
in language. As English continues to evolve in diverse geographical as well as 
ever-more specialized technological contexts of CMC, the investigation of the 
relationship between language use and factors of demographic identity such as 
gender will continue to provide insights into our shared experience. 
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